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Motivation

To contribute to the
literature on forecasting
currency crises as such
crashes continue to pose
threats on developing
economies and have a

significant welfare impact.

To explore a new approach
that leverages similar
countries experience with
crisis that can improve the
prediction under the low data
availability conditions in most
developing countries



Some Theoretical Background

The Four-Generation Currency Crisis Model

FIRST
GENERATION

'A crisis is
predictable from
Macroeconomic
fundamentals’
deterioration.’

Fixed Exchange Regime
+
Persistent Deficit

A Currency Crisis

SECOND
GENERATION

Introducing the role of
Expectations.

'The occurrence of a
crisis is somewhat
random.'

BC 4

THIRD
GENERATION

Introducing the impact
from banking and the
financial sector.

'A model for
currency crises
should include
financial

indicators.'

FOURTH
GENERATION

Introducing the
contagion effect and
the political factors
effect.

'Political indicators
can be included in
prediction.’



The Empirics - Selecting Explanatory Variables

Following the Approach of Kaminsky & Reinhart, 1998

Performing a survey of 8 Papers with
105 different indicators.

!

Creating a ranking of all indicators based on their

Predictive power:
they were used to
predict probability of period was
crisis and their out of J systematically compared

False Signals:
their behaviour in crisis

to their behaviour in the
'tranquil’ time.

sample ability was
formally tested.

Indicator

International Heserves (measured in USD)

Imports (measured in USD)

Exports (measured in USL)

The Terms of Trade (defined as the unit value of exports over th
Deviations of the Real Exchange Rate from Trend (in percen
The Differential Between Foreign (U.S./German)

and Domestic Real Interest Rates on Deposits

(monthly rates, deflated using consumer prices and measured in per

“Excess” Real M1 Balances

The Money Multiplier (of M2)

The Ratio of Domestic Credit to GDP

The Real Interest Rate on Deposits
(monthly rates, deflated using consumer prices and measured in per
The Ratio of (Nominal) Lending

to Deposit Interest Rates

The Stock of Commercial Banks Deposits
The Ratio of Broad Money

to Gross International Reserves

An Index of Output

An Index of Equity Prices (measured in USD)

The Final Set of 15 Indicators.



Downloading & Cleaning Our Data

HOME ABOUT THE IMF RESEARCH COUNTRIES CAPACITY DEVELOPMENT NEWS VIDEOS

IMF DATA

What's New Popular Data

The IMF has released end-June 2018 World Economic Outlook | atest Update
results of the Coordinated Portfolio
Investment Survey (CPIS). This data
set facilitates bilateral and muiltilateral
analysis of cross-border stocks of
securities through an array of cross-
economies data tables. IMF Data Mapper®

Global Financial Stability Report Latest Update

Fiscal Monitor Latest Update

CPIS DATA PORTAL » IMF Finances

SDRs per Currency Unit

Sixth Statistical Forum Data

Register Here

Deadline: October 31, 2018

IMF DATA
BOP & IFS DATABASES

The IMF publishes a range of time series data on |
other economic and financial indicators. Manuals|

b BRI SEE & A Gotofileffunction - Addins -

a I. Downloading_and_Cleaning_Data.R
A B SourceonSave | ® 7 - B

fileloc <- dirname(rstudioapi: :getSourceEditorContext()$path)
setwd(fileloc)

rm(fileloc)

Sys.setlocale(

all_countries <- all_iso2c

colnames (all_countries) [1]

all_countries$Name <- countrycode(all_countries$Code, origin = .
destination = , warn = T,
nomatch = , custom_dict = , custom_match =

names_list <- c(

: , ,
to_select <- wh all_countries $Name names_1list)
66:70  (Top Level)

Console  Terminal Jobs

it SuUlLmal © @i LSS WL ABOULUILL | U mARnA
re welcome to redistribute it under certain conditions.
e "license()' or "licence()' for distribution details.

R is a collaborative project with many contributors.
Type ‘contributors()® for more information and
'citation()' on how to cite R or R packages in publications.

Type 'demo()' for some demos, 'help()' for on-Tline help, or
'help.start()' for an HTML browser interface to help.
Type 'qQ)' to quit R.

[Workspace loaded from ~/.RDatal

OUR RTOOL
FOR EXTRACTING & CLEANING

DATA

Cnpouara ™ ron i Angnment ™ murmoer i
Al - I iso2c
A B C D E F G H | J K

1 [iso2c !year_mon' excess_M’real_FIDR_ INT_to_FCdev_exch_ GR_RATE_ GR_RATE_ adj_RAFA_ adj_RAFAC adj_TMG_ adj_’
2 |AR 1980-01 NA NA NA NA NA 2.780352 81.2527 185.5577 57.77236 33.t
3 |AR 1980-02 NA NA NA NA NA 2.584911 75.53883 159.0516 133.0082 45.)
4 AR 1980-03 NA NA NA NA NA 2.402578 59.91038 110.4813 92.40143 21.t
5 |AR 1980-04 NA NA NA NA NA 2.174535 41.23298 115.81 85.7814 3.3t
6 |AR 1980-05 NA NA NA NA NA 2.016242 20.2423 99.28588 56.20863 -20
7 |AR 1980-06 NA NA NA NA NA 1.811694 8.074187 140.67 59.91171 -34
8 |AR 1980-07 NA NA NA NA NA 1.617687 16.71653 111.7547 42.05259 -14
9 AR 1980-08 NA NA NA NA NA 1.379676 16.96637 104.7351 22.25488 -16
10 AR 1980-09 NA NA NA NA NA 1.203873 -3.16165 71.52937 82.08348 20
11 AR 1980-10 NA NA NA NA NA 0.982674 -14.6195 68.27773 48.73984 29.:
12 AR 1980-11 NA NA NA NA NA 1.024328 -24.6515 52.38005 46.11885 19.(
13 AR 1980-12 NA NA NA NA NA 1.013942 -27.8685 15.13672 36.53668 2.2t
14 AR 1981-01 NA NA NA NA NA 1.932246 -40.3109 -22.4349 22.24561 -2.)
15 AR 1981-02 NA NA NA NA NA 11.27523 -52.362 -23.2339 -2.9431 -7
16 AR 1981-03 NA NA NA NA NA 4.778761 -59.2803 3.892821 24.316%4
17 AR 1981-04 NA NA NA NA NA 33.65709 -41.5579 -6.80502 31.7716
18 AR 1981-05 NA NA NA NA NA 3.601896 -49.2075 -10.5042 11.59625
19 AR 1981-06 NA NA NA NA NA 37.99939 -51.9256 -34.8125 0.302353
20 AR 1981-07 NA NA NA NA NA 8 -58.6159 -33.9031 -13.7807

4R 1981-08 NA NA NA NA NA 9.003479 -59.181 -32.6733 -18.2692

R 1981-09 NA NA NA NA NA 9.0107 -53.6338 -35.6955 -29.4803

AR 1981-10 NA NA NA NA NA 7.577062 -54.2114 -32.1145 -32.0397

AR 1981-11 NA NA NA NA NA 8.436049 -51.4038 -33.1182 -41.7815

AR 1981-12 NA NA NA NA NA 6.997343 -49.9837 -32.57 -38.4258

AR 1982-01 NA NA NA NA NA 38.31402 -39.1562 -23.5933 -38.4615

AR 1982-02 NA NA NA NA NA 0 -22.3176 -25.8487 -42.0435

AR 1982-03 NA NA NA NA NA 15.46135 -13.3959 -37.7129 -48.2517
29 AR 1982-04 NA NA NA NA 1.857451 -44.4851 -25.1683 -49.2929

Ready

FINAL_DATA

CSV FILES
WITH ALL DATA



Initial Set of 33 Countries Considered

Bl nitial Set of Countries




Final Set of 17 Countries Considered

o . ©

Final Set of Countries

B Asia | Cluster

Asia Il Cluster

B Europe Cluster

B South America Cluster
B 'Outlier' EMEs Cluster

|| 'Ouftiler' EU Cluster (a.k.q.
lceland)




Defining What a Currency Crisis Is

DEFINITION |

Based on Exchange
Rate - any
depreciation above a
pre-specified
threshold considered
a Crisis.

DEFINITION 11

Based on a
Composite Index,
which is the
weighted average of
exchange rate
reserves and
interest rates, e.g.

THE MIDDLE-GROUND
DEFINITION

Suggesting a threshold that
takes into account countries’
specifics, without imposing
the same frequency of crises
among all

of them.



— The Clustering Exercise - Idea

IDEA: Countries that have similar economies, or/and are
geographically close to each other, should go in the same cluster.

LOCATION CHARACTERISTICS BOTH



— The Clustering Exercise - Method

METHOD: Visual exploration of the countries' joint and marginal distributions on
their GDP growth rate and on their exchange rate fluctuations.
Formal testing for normality using Kolmogorov-Smirnov.

Why didn't Israel and
Jordan end up in the

same cluster? T)




Model | - The Probit & Its Methodology —

As seen in Berg & Patillo (1999)

STEP 1 STEP 2 STEP 3 STEP 4
Dependent variable  Estimating a loop of Estimating the Interpretation.
considered to be the Probit models on the  General Multivariate e —
probability of dependent variable, Probit model using -
observing a crisisin ~ considering one only the indicators s 8 B
the 18-months indicator from our that showed Tt i T T
window to follow. set at a time. significance in the

previous step.

P(y| X.) = (V((za)' )

P(y,|x,) = (¢((20)'B)

Note: We perform these steps twice - once for our country-by-country

data, and once as a panel regression on our clusters data.




Model | - The Probit & Our Results E—

Comparing Our Out-of-Sample Results to the Literature Ones

% OF CORRECTLY CALLED OBSERVATIONS Q u ick Su m ma ry:

Berg & Patillo's clustering of all countries
together generally works worse than our way
of clustering the data.

¥

Our choice of a 'middle-ground' crisis

definition.

Our attempts not to miss important country- or cluster-specific traits.

% OF FALSE ALARMS (OUT OF TOTAL ALARMS)

% OF CRISES CORRECTLY CALLED




Model Il - The Markov Switching Algorithm —

As seen in Abiad (2007)

STEP 1

Dependent variable
considered to be the
depreciation of the
nominal exchange
rate itself.

(Not binary & no need
of introducing a
window to the crises
like in the Probit.)

STEP 2

Giving the estimation
an initial value for the
probability of being
at a crisis at period 1.
This choice depends
on the stationarity of
our indicators.

Ut"‘gf 1.1.d. ., ~ N(Hgt‘ O'%t)

STEP 3

Forming forecasts by
iterating a set of
equations that give
us the conditional
probability of
observing a crisis at
t+1 given the
information until t.

£t+1lt — ]P;H (Sm)

STEP 4

Letting EViews do the
whole job here and
simply interpreting.

Time-varying Markov Transition Probabilities

Pr(S(t)=1] S(t-1)=1) Pr(S(t)=2] S(t-1)=1)
1.0 1.0
0.8 ‘ w 08
06 06
0.4 0.4
02 0.2 l
0.0 0.0

1990 1995 1985 1990 1995 2000
Pr(
1.0

zzzzzzzzzzzzzzz

Pr(s(t)=2]

2005 2010 2015
S(t-1)=2)
1995 2000 2005 2010 2015




The Models | & Il - In-Sample Performance S—

Comparing our In-Sample Results Across Models and to the Literature Results

% OF CORRECTLY CALLED OBSERVATIONS. IN-SAMPLE

In Summary: We get comparable results to the ones in the literature when using the
conventional methods.



A Very Mild Introduction to Neural Networks

The universal approximation property (Hornik, Stinchcombe, White,

Thm.: A function k£ : X x X — R is a kernel iff it induces a
1989) positive definite marix

Any function uniformly continuous on compact sets can be
approximated by a multilayer feedforward network by (arbitrarily)
Increasing the number of nodes in the hidden layers.?

positive-(semi)definite: for any finite family of points &y, ..., 2,
of X, the matrix

k(zi.21) klzi.x2) ... k(zi.z),)]
“Hornik, Stinchcombe, White (1989). Multilayer feedforward networks are K = k(m?’ml) k(mgfﬁ) k(mg"’m”)
universal approximators. Neural Networks 2, 359-366 : - : '
v _'lf(m-n.-. 931) ‘l‘j{mﬂ-‘. 372) e ;L(xn mn)_
is positive semidefinite iff Vz,2! Kz > 0
K is called the Gram (or kernel) matrix of {z1,....2,}
2 A kernel & is a function

The problem with slack variables is 4<

E: X xX = R o 1 2 ) .
(z,y) — k(z.y) minimize 5 |lwl(|* + O3, (& + &)
yi —(w.x;) —b<e+§

subject to X))+ b—y <e+ &
k(z.y) = (O(z), D(y)) J éw;‘ >> 0 y 3

define as

where & maps into some dot product space F', called the feature

space @ [he constant ' > 0 determines the trade off between the

flatness of f and the accuracy of the model

@ [his formulation corresponds to dealing with the so called
c-insensitive loss function ||z

0 if < ¢
o i<




No worries if you forgot
the theorem already.

IT WAS A JOKE.



From a Linear Regression to an ANN

Yy = 51-1"1 T J,Q.TQ




From a Linear Regression to an ANN

P(y|lxi,x2) = Y(B1x1 + Pox2)

Yy = 51-1"1 T J,Q.TQ

1) \ w,
\ E
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12




From a Linear Regression to an ANN

P(y|z1,72) = ¥(B171 + Bot2)!

Yy = 51-1"1 T J,Q.TQ
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From a Linear Regression to an ANN

P(y|z1,72) = ¥(B171 + Bot2)!
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From a Linear Regression to an ANN

Lavyers (Input, Output, Hidden)

Nodes

Activation Function.
Weights -> [ in Regression
Threshold.

Decay




Our Model Il - An Artificial Neural Network

Loyem("unﬂ;Cnﬂputrﬂdden)

Activation Function.
Nodes

Decay

Threshold.

Weights -> B in Regression

Chosen based on
the financial ANN
literature

Optimized by the Network
to minimize the loss function
iIn the Tuning. (Known/initial
value Is given )

Chosen by the
Network in the

training phase
(hidden)




The ANN: One-Level and the Extended Model

Korea's
Data

:_ﬁ_Ut'Ef_:ll
Sample

— ."Out of'.
Training (KOREA) :D fn Sample.

__Testing

Insample




The ANN: One-Level and the Extended Model

Korea's
Data

:_ﬁ_Ut'Ef_:ll
Sample

— Out of :
—_— ANN
Training (KOREA) Sample

-

__Testing

Insample

Training
-
__Testing _

THAILAND'S
DATA




The ANN: One-Level and the Extended Model

Korea's
Data

*ij‘ufaf**‘
Sample

Training

-

__Testing

.

ANN
(KOREA)

Training

-

__Testing _

THAILAND'S
DATA

ANN
(THAILAND)

Insample

Insample




The ANN: The One Thing to Remember

The Oracle.
(The Matrix, 1999)

Korea's
Data '

Outof
Sample

Training

__Testing

Training

__Testing _

THAILAND'S
DATA




RESULTS: Clusters vs. Country-by-Country

Out-of-Sample Performance

50% Threshold

Probit Cluster Probit Country ANN Cluster ANN Country
% of observations correctly called 77 71 74
% of crisis called out of total crises 54 80 80
% of false alarms out of total alarms 67 62 55

Total Number of Crises

80% Threshold

Probit Cluster Probit Country ANN Cluster ANN Country
% of observations correctly called 76 71 75 75
% of crisis called out of total crises g 63 63 45
% of false alarms out of total alarms 66 61 56 61

Total Number of Crises

Key Result: The the extension on our original ANN model is actually an improvement.
That is, letting one country learn from other's experience is NOT a distortion here!




RESULTS: Out-of-Sample Model Performance

50% Threshold
Probit Cluster Probit Country ANN Cluster ANN Country
% of observations correctly called 77 71 74
% of crisis called out of total crises 54 80 80
% of false alarms out of total alarms 67 62 55

Total Number of Crises

80% Threshold
Probit Cluster Probit Country ANN Cluster ANN Country
% of observations correctly called 76 71 75 75
% of crisis called out of total crises 9 E] 63 45
% of false alarms out of total alarms 66 61 56 b1

Total Number of Crises

Key Result: All in all, the Neural Network models' performance is superior to the Probit's
and should indeed be considered a better choice for forecasting currency crises.




RESULTS: 'Is it a false alarm indeed?’

Answer: Yes, but there is some good reason behind it.

The Tamper Tantrum, 2013
Predictions by the Neural Network Model.

20 -

Our Suggestion: Might be wise to add an EME
index, similar to the OECD composite growth

index, that would help the network learn
arp about any potential general EME effects.
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RESULTS: 'Is it a false alarm indeed?’

Answer: It depends!
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Exchange Rate
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Currency Crashes in Korea
Predictions by the Neural Network Model.
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Our Suggestion: Create a measure that
'counts' how many of the currency crises are
in the very neighbourhood of our pre-defined

threshold. Also, run an ordered Probit instead
of the standard one we have used, in order to
capture crises' severity.




Our Humble Suggestions
for Potential Further Research

9 .
. IRgl= PREDICTING OPTIMIZING MIXTURE OF
"™ THRESHOLD INTENSITY THE NN EXPERTS

Calculating it as the Estimating an Optimizing the Developing our
solution to an Ordered Probit number of variable Neural Network
optimization Model to allow for lags which we have further and
problem. crises' intensity as arbitrarily chosen so including a Mixture
-~ well. far. of Experts element.




Conclusion

( q |
. DATA SET CRISIS M L REPRODUCIBLE
. - DEFINITION TECHNIQUES RESEARCH

#

- Comparing different Introducing the Applying some Downloading &
i models across a '‘Middle-Ground' image processing Cleaning Data has
r' large data set, definition resulted in techniques to our been automated, so
-'; including obtaining better Neural Network that the results can

observations for 17 M results in Probit - which has not been easily be updated.
countries. than the benchmark. done before.






Thank you for your attention!




