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Abstract

In this study, we propose an approach for the extraction of a low-dimensional signal
from a collection of text documents ordered over time. The proposed framework fore-
sees the application of Latent Dirichlet Allocation (LDA) for obtaining a meaningful
representation of documents as a mixture over a set of topics. Such representations
can then be modeled via a Dynamic Linear Model (DLM) as noisy realisations of
a limited number of latent factors that evolve with time. We apply this approach
to Federal Open Market Committee (FOMC) speech transcripts for the period of
Greenspan presidency. We are able to extract a latent factor that fairly resembles
the Economic Policy Uncertainty Index for United States. This study serves as
exploratory research for the investigation into how unstructured text data can be
incorporated into economic modeling. In particular, our findings point at the fact
that a meaningful state-of-the-world signal can be extracted from expert’s language,
and pave the way for further exploration into the building of macroeconomic fore-
casting models, and in general into the usage of variation in language for learning

about latent economic conditions.

Keywords: Signal extraction; Topic model; Dynamic linear model; FOMC.
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Chapter 1

Introduction

This chapter provides a general background to our research question and explains
the primary motivations behind our study. It as well includes a content outline and

the main conventions used in the paper.

1.1 Background and Motivation

According to the International Data Corporation (IDC), while in 2013 the size of the
"digital universe" amounted to 4.4 Zettabytes (2B, 1 ZB = trillion gigabytes) (IDC
2014), it rocketed to 33 ZB already by 2018, and it is predicted to grow further
up to 175 ZB by 2025 (Reinsel et al. 2018). Most of this information consists
of unstructured data that is not organised in a pre-defined manner and is thus
challenging to process and analyse. Yet, unstructured data is an incredibly rich

source of information that can be relevant in infinitely many applications.

Most of this data consists of text, and this also explains why the field of text analyt-
ics is steadily gaining broader general interest and market share over time'. In the
past few years, also in social sciences several research papers focused on different
applications of text mining techniques to address economic problems, including the
analysis of Central Bank communication, the estimation of a variety of macroeco-
nomic variables, and the measuring of policy uncertainty and of the political slant of

media content (see Gentzkow et al. (2019) for a recent literature review). However,

! According to the report of Global Market Insights, "Text Analytics Market size surpassed USD
4 billion in 2018 and is anticipated to grow at over 18% CAGR from 2019 to 2026" (Wadhwani &
Kasnale 2019).
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empirical work in social sciences still mainly relies on numeric data, leaving most of

the potential of text information untapped.

In particular, our main motivation for this analysis lies in exploring ways for extract-
ing meaningful information from text corpora that are evolving with time. Specifi-
cally, we will propose an approach for extracting a low-dimensional signal tracking
the evolution of topic usage in a collection of ordered text documents. Exploiting the
public availability of US Federal Reserve’s Federal Open Market Committee (FOMC)
transcripts, we will implement our framework to extract a low-dimensional repre-
sentation of FOMC monetary policy deliberations, and explore whether this signal
can be put in relation with macroeconomic variables of interest. This analysis could
pave the way for further enriching macroeconomic models and improving macroe-
conomic forecasts. Indeed, there is extensive literature analysing FOMC transcripts
(e.g. Hansen et al. (2018), Woolley & Gardner (2017), Acosta (2015) Schonhardt-
Bailey (2013)), but the main focus is generally on transparency of central banking
decisions and on how this might affect policy makers’ deliberations. Moreover, as
far as we are aware, combinations of topic and dynamic linear modelling techniques

were so far not investigated.

1.2 Thesis Outline

The following chapters are organised as follows. Chapter 2 provides an overview
of the theoretical framework behind our analysis. In Chapter 3, we introduce our
approach for the extraction of a low-dimensional signal from ordered text documents
and present results of its application to FOMC speech transcripts. We also discuss
limitations and possible extensions. Finally, in Chapter 4 we provide concluding

remarks and point at potential future explorations.

1.3 Conventions

In this paper, we will use the following notation:

e bold lowercase letters denote vectors, e.g. y;
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e bold uppercase letters denote matrices, e.g. A;

e scalars can be represented by both upper and lowercase letters, but never in

bold, e.g. k, N;

e a colon denotes a collection of random variables, e.g. y1.4 = (Y1, 92, .-, Ys)-



Chapter 2

Preliminaries

This chapter provides the background theory to the proposed framework. In particu-
lar, it includes an overview of Latent Dirichlet Allocation and Multivariate Dynamic

Linear Models.

2.1 Latent Dirichlet Allocation

Latent Dirichlet Allocation (LDA) is a generative probabilistic model which repre-
sents documents as random mixtures over latent topics, where each latent topic is
characterised by a distribution over unique terms in a vocabulary (Blei et al. 2003).
The general idea of topic modeling is thus to define "topics’ as specific term distribu-
tions and to decompose each document into the shares devoted to each topic. Table

2.1 summarizes the notation used for the description of the LDA approach.

The assumed generative process for LDA can be expressed as follows:

Symbol Description

K number of topics

V number of unique terms in the vocabulary

D number of documents

Ny number of words in document d

0, topic proportions specific to document d

B word proportions specific to topic k

Zdn identity of the topic of the n-th word in document d
Wy identity of the n-th word in document d

a,n parameters of the prior Dirichlet distributions

Table 2.1: LDA notations
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1. For each topick =1,... . K

(a) Draw word proportions 3 ~ Dirichlet(n)
2. For each document d =1,...,D

(a) Draw topic proportions 8, ~ Dirichlet(«)

(b) For each word n =1,..., Ny

i. Draw a topic assignment z,, ~ Multinomial(8,)

ii. Draw a word wg,, ~ Multinomial(3., )

where Dirichlet(-) and Multinomial(-) represent Dirichlet and Multinomial distri-
butions respectively. Parameters of the Multinomial distributions, i.e. 8; and Gy,
are drawn from the conjugate prior Dirichlet distributions, which allows for efficient
calculations of the likelihood function. A graphical representation of the LDA gen-
erative process, which illustrates dependencies between parameters and variables, is

shown in Figure 2.1.

d=1:D K

Figure 2.1: Graphical model representation of LDA (Blei 2012)*

Given this generative process for LDA, the joint distribution of the latent and ob-

served variables can be written as follows:

K

p(ﬁl:K,BLD, Z1:D,w1:D) = Hp(ﬁk) HP(Bd) (H p(Zd,n|9d)p(wd,n\ﬁ1:K, Zd,n)> .

k=1 d=1 n=1

To infer the topic structure, we would like to estimate the posterior distribution given

the observed set of documents. Applying the Bayes theorem, we get an expression

!Shaded nodes stand for observed variables, rectangles denote replication.
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for the corresponding posterior:

p(ﬁl:Ky HI:D; 21:D, wl:D)
p<w1:D) '

p(/gl:Ka 01:Da Zl:D‘wch) =

Since the number of possible topic structures is exponentially large, marginal prob-
ability of the observations, p(ws.p), which is theoretically computed as a sum of
the joint distributions over every possible topic structure, is intractable to estimate
in practice. Hence, variational or sampling-based algorithms are used to efficiently

approximate the described posterior distribution (Blei 2012).

While sampling-based methods attempt approximating the posterior with empir-
ical distribution estimated on collected samples, variational algorithms assume a
parametrized family of distributions over the hidden structure and try to identify
the member of the family which is closest to the posterior. In our analysis, we will
use the first approach and in particular apply the collapsed Gibbs sampling algo-
rithm for topic modelling of Griffiths & Steyvers (2004)? to infer the hidden topic

structure of FOMC transcripts.

2.2 Multivariate Dynamic Linear Models

2.2.1 Definition of Multivariate DLMs

The first Bayesian approach to forecasting based on a dynamic linear model (DLM)
was introduced in 1976 (Harrison & Stevens 1976) and was later developed by West
and Harrison (West & Harrison 1997).

Multivariate DLMs represent a particular class of state-space models and can be

2The following packages provide efficient implementations of the collapsed Gibbs sampling
method: R package lda http://CRAN.R-project.org/package=1da (Chang 2015), Python
package topicmodels https://github.com/sekhansen/text-mining-tutorial (Hansen et al.
2018).


http://CRAN.R-project.org/package=lda
https://github.com/sekhansen/text-mining-tutorial
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defined by the following set of equations:

Observation equation: y; = F,0;, + v, v, ~ N(0,V,)

State equation: 0, = G,0;,_1 +w,, w; ~ N (0, W,),

where (i) y; is an observable k-dimensional time series of observations at time ¢, for
t=1,...,T, (ii) 6; is a p-dimensional unobserved state vector, (iii) F} is a known
regression k X p matrix, (iv) Gy is a p X p state transition matrix, (v) v, is a zero-
mean k-dimensional vector of the observation equation residuals and (vi) w; is a
zero-mean p-dimensional vector representing evolution noise. The sequences v; and
w; are assumed to be independent and mutually independent, and independent of

0y (West & Harrison 1997).

While the variance and other structural parameters in DLMs can be estimated
by numerical optimization or by Markov Chain Monte Carlo (MCMC) methods,
evaluation of the states, assuming a known vector of parameters, can be efficiently

performed using standard recursive Kalman formulas® (Laine 2020).

2.2.2 Recursive Kalman Formulas

Below we provide necessary formulas for Kalman filtering that allow us to estimate
the conditional distributions of the DLM states, given observable time series and an

assumed vector of parameters.

Kalman filtering can be described as a two-step process recursively repeated at each
time stamp t, that provides distributions of the states at each time t given the
observations up to the current time. In the first prediction step, the algorithm
produces an estimation for the prior distribution of the one-step-ahead states. In
the second update step, the Kalman filter estimates the posterior distribution of

these states, taking into account the information about observed measurements.

3R package dlm https://CRAN.R-project.org/package=dlm (Petris 2010) focuses on
Bayesian analysis of DLMSs, providing high flexibility in defining user’s models and offering methods
for estimating both parameters and states of the DLM.


 https://CRAN.R-project.org/package=dlm
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For the estimation of the prior p(0:|60;_1,y1..—1, Fy, Gi, Vi, W,) = N(ét, ét) at the

first step, the mean and covariance matrices for 8, and y, are calculated as follows:

@ =G0, prior mean for 6,
CA't = G,C,_, G:;F + W, prior covariance for 6,
CAZ'W = FtétFtT + Vi covariance for predicting y;.

Next, we estimate the posterior distribution N'(8,, C,), using the Kalman gain ma-

trix K; as follows:

K, = étETé; h Kalman gain,
Ty =Y — Fté\t prediction residual,
0, = ét + K,;r, posterior mean for 6,

C, = ét — KtFté't posterior covariance for 6;.

These calculations are repeated for every time ¢, and the values of 8, and C, are
stored for consecutive iterations. For the first iteration we assume that the initial
distribution of 8, at ¢t = 0 is available. A notable feature of the linear Gaussian case
is that the formulas above are exact and easily implemented in computer as long
as the model state dimension or the number of observations at one time is not too

large (Laine 2020).



Chapter 3

Proposed Approach and Experiments

3.1 Framework Overview

In our framework, we assume that evolution of topic proportions in a collection of
ordered documents is driven by an underlying low-dimensional signal, which can be
modeled by a dynamic linear model and represents the object of interest. We also
assume that the term-distribution within topics remains stable over the time period.

For the extraction of this signal, we suggest the following sequential approach:

1. Estimate a representation of topic usage over time via LDA.

We hereby assume that each document corresponds to a unique timestamp.
Therefore, in this framework, time-level is equivalent to document-level, and
we denote topic proportions at time t as vector 6;. At this first stage, we
can estimate the vectors B3, of term-distributions over topics and the vectors
0; of topic proportions at each point in time by fitting a classic LDA model
as described in Paragraph 2.1 e.g. via Gibbs Sampling method (Griffiths &
Steyvers 2004). At this stage, we are thus still making no account of the time-
varying element of 8;. We obtain as well estimates for the latent variable z;,
representing the allocation of each word in the corpus to a topic. We can thus
retrieve two representations of the evolution of topic usage over time, i.e. the
topic proportions 6,, as well as the word-counts per topic ¢; representing how

many words were allocated to each topic at each point in time.

It should be noted that, if data has a richer granularity than the time-level, e.g.
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if we have a set of individual documents within each time stamp, there is the
need to aggregate the topic shares of interest from the document level (64;) or
the word-counts per topic (c4¢) to the time level (6, ¢;). There is no obvious
way to address this problem. A sensible strategy could be that of pursuing
a two-steps approach, where (i) first, word-distributions over topics By are
estimated via an LDA at the document-time level, (ii) then, raw documents
are aggregated to the time level and (iii) finally, topic-time proportions 8, or
word-counts per topic ¢; are re-estimated on the aggregated documents by
keeping the original 8 as fixed. We find this approach more suitable than the
alternative of aggregating documents to time-level first and then estimating
LDA directly at the time level: indeed, it allows us to retrieve topics at a more
granular level - where it is more likely that each document is more or less
centered around one topic - and then retrieve a representation of topic usage

at the time-level of interest.

. Estimate the latent factor(s) driving topic usage via DLM

We will then specify an appropriate dynamic linear model for the chosen
representation of topic usage over time, that is aimed at obtaining a lower
dimensional representation of topic usage into a limited number of factors.
Depending on the data and on the specific assumptions made, an appropri-
ate number of factors should be chosen and components such as trends or

seasonality should be taken into account.

As mentioned above, the variances and other structural parameters in DLMs
can be estimated by numerical optimization or by Markov Chain Monte Carlo
(MCMC) methods, while evaluation of the states, assuming a known vector
of parameters, can be efficiently performed using standard recursive Kalman
formulas. In this way, we can retrieve an estimate for the underlying latent

factor(s) of interest.
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3.2 Analysis on FOMC Transcripts

In this section, we apply the proposed framework on FOMC transcripts and put the

extracted lower-dimensional signal in relation with specific macroeconomic variables.

3.2.1 Data Description

In order to examine the suggested framework, we use Federal Open Market Com-
mittee (FOMC) transcripts from the period 08-1986 to 01-2006 of Greenspan pres-
idency. The FOMC is a committee consisting of the Governors of the Fed’s Board
and the presidents of five Federal Reserve Banks, that defines monetary policy for

the Federal Reserve System by setting a target for the federal funds rate!.

The FOMC holds eight meetings per year. In these meetings, two main topics are
at the center of the discussion: economic situation (FOMC1) and monetary policy
strategy (FOMC2). In our work, we decided to exclusively focus on FOMCI, being
interested in investigating whether the estimated latent factors driving topics of
this section can be reasonably put in relation with some macroeconomic variable
describing aspects of the economy state. We also filter out staff statements, as they

mostly represent only series of questions to the FOMC members.

The data under analysis thus consists into transcripted statements of FOMC1 mem-

bers for a total of 148 meetings.

3.2.2 Data Preprocessing

Prior to estimation, the raw statement text needs to be preprocessed in several
steps. These include the usual removal of stopwords and stemming or lemmatiza-
tion, plus additional ad hoc preprocessing that one might deem appropriate given
the problem at hand. Thankfully, for our analysis we were given access to topic

allocations 24, for each word in our text corpus, estimated via fitting a classic LDA

!See https://www.newyorkfed.org/aboutthefed/fedpoint/fed48.html for more details.


https://www.newyorkfed.org/aboutthefed/fedpoint/fed48.html
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with a given set of hyperparameters? on already preprocessed statement-level data
for the period of Greenspan governance (i.e. 08-1986 to 01-2006). This data was
kindly provided by Stephen E. Hansen and was produced as part of his and his
co-authors’ analysis on how transparency of central banking policy-making impacts
policy maker’s deliberations (Hansen et al. 2018). The main advantage of making
use of this data is that of accessing text that was specifically preprocessed to re-
duce the vocabulary to a set of terms that are most likely to reveal the underlying
content of interest, thus facilitating the estimation of more semantically meaningful
topics. This ad-hoc preprocessing thus also included the identification of bi-grams
or tri-grams that have a specific meaning in our context, via tabulating frequencies
of specific part-of-speech patterns and retaining those word sequences that have rel-
atively high frequency in the corpus. Given that the quality of the data is of very
high relevance to our analysis, we deemed this approach to be the most appropriate.
On the other hand, it limited us to the choice of this specific time-span as well as of
specific hyperparameters for LDA estimation - and in particular of K = 40 topics
as the number of topics used for LDA estimation. As a future exploration, it would
be interesting to relax this assumption and explore a wider dataset and a different

range of hyperparameters.

3.2.3 Term-distribution over Topics

As said, as a first step we use LDA to retrieve from our text corpus a suitable
representation of topics usage at each point in time. The main advantage of starting
from estimated LDA word-topic allocations zg, from text at the statement level,
rather than already aggregated to the meeting (time-stamp) level, is that word-
distributions over topics 3 are retrieved from a granular corpus - where it is more
likely that each document (statement) is more or less centered around one topic.
Retrieving term-distributions from text already aggregated to the meeting (time-
stamp) level would instead result in making use of documents that include a wide

range of different speakers going over potentially quite different subjects.

ZSpecifically, number of topics equal to K = 40, prior on 84, topic proportions equal to a =
50/ K, prior on B word proportions equal to n = 0.025.
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Results for term-distributions over topics are shown in Figure 3.1. For each topic k,
we show the 10 terms that are associated with the highest values 8, (v = 1,...V
total unique terms in vocabulary) in descending order. Darker shades on terms
indicate higher probabilities. As expected, given the low value of 1 (hyperparameter
responsible for the By, prior), topics have a limited number of words with relatively
high probability and a much larger number of words with relatively low probability.
If, on the one hand, the use of a high number of topics (K = 40) results in some
topics not being of particular relevance to our aims (e.g. topics which are generically
including pleasantries), on the other hand, we see that most of the topics form quite
natural distinguished groupings of words which are relatively easy to interpret. This
feature allows us to associate natural labels to each of them, which are shown in the

left-most column of the figure and will be used for our subsequent analysis®.

In particular, we can identify some topics related to the state of the economy from
different perspectives (e.g. economic growth, economic recession & uncertainty),
while some others related to labor and employment (e.g. employment & jobs, shocks
unemployment, labor & wages) or monetary policy (monetary policy & inflation,

monetary policy, monetary policy & rates).

3.2.4 Representation of Topic Usage

If, on the one hand, retrieving topic term-distributions from granular text allows for
a convenient identification of fairly distinguishable topics, on the other hand, this
choice implies the need for devising a sensible strategy for aggregating our measure

for topic usage to the time-stamp level of interest.

To this end, we are pursuing two different strategies that will then shape two streams
of further analysis. A first strategy is that of using the word-topic allocations z4,
to compute word counts per topic at the time-stamp level. One thus obtains 40
time series, each of length 148, representing how the number of words per each topic

changed over time. While this approach gives a good insight into how the use of

3An important caveat here is that these interpretations are subjective to our judgement and
are outside of the statistical model.



Chapter 3. Proposed Approach and Experiments

14

voO0-

800

A%

L0

020

lulepso
pusn
pisdn
3o
uepuol
sealoul
Hsu
wa|goad

uoibau
yonw
a)el
108loud
anow
dionue
unb
Bueuo
10)29s
pus
2)es
ajes
Japouw
1eak
leay
joadxa
peal
paj
yhue
uljasp
Elllea
Jafug|
yooquaalb
Hels
puads
uonae
1WIou28
apeg
maud

Aypiqeqoad Aq poyuer

ujaauco
epul
uoseal
ljjesu
faqey
L
Hoe|s
uiaauco
juiod
11ddns
siAgl
yodal
waas
Masal
uaolad
nawwis
sinal
[
3|
ydwnsuco
Jeymalucs
Belane
58|
UMOPMO|S
218
1adxa
Iybs
ausjuss
ag
yoo|
L
ales
|qeqaoud
Injoejnuew
SSNosip
uoljig
Hel
anow
peoige
ssanb

awg
lajaaoe
Jipul
Juswiwoo
uByauIWw
one
nupuoo
pury
19
1onpoid
juiod
Anoe
uen
awg
Ippiw
Jajaud
[l
Iwouose
0lIBUS0S
Isnq
winsse
wau
nunRuoo
[
asl
lopalp
peal
ssnosip
paau
uem
Wouoaa
pooB
suas
Laas
uop
a)es
Asu
uayyby
ymolb
pury

uq
asl
1sebbins
Buiy
Biusoy
oA
umodb
pus|
JusLIWoD
puewap
Mmouys
ImoEnuUewW
jenys
uoijiu
10adxa
nawwise
umodBb
nssi
lsjip
snoy
[l
158
arpul
uaoal
uijoep
1ay1om
iy
Juem
xxsjuiodsiseq
uea
Bau
4oo]
Hoys
21e1s
siel
way8
sea
LEjauowWw
uedel
wajqoud

so1do) UIyjIm SuLIo} :

pooB
loqe]
Jueeq
yonw
2010
nupuco
yed
198p
1ayybne
yoduwi
asn
1onIsuco
Asljaq
106ug)
Ueyp
21Be
usouad
apul
nieu
ployasnoy
jdwnsse
g)el
joadxa
suedxs
1amo|
Ly
ulejuIeL
nssi
g)el
ains
ses
yonw
awg
uoibal
lamsue
uianob
us)yby
awn
ubialoy
10

yonw
1500
|qissod
punoJe
ula)s
aoud
Inseaw
1oueLy
JEENT]
oays
Bueuo
10}095
wa|qoid
Buel
1yBu
puswiwoaal
1oadxa
abeys
Pays
wnsuoo
lajip
yjuow
sealoul
Buons
sealoul
Ieak
wouods
Benbug
X¥a)elspuny
Buiy
pyuco
18pio
un
uoleu
juem
nm
Rew
ue
poduwi
[TIE=))

unb
aoud
nuEeyasun
layp
Lied
Lsnpul
Jeybiy
ueo|
awg
1Biaua
inseauw
nupuoo
18el
waas
umouys
108ip
Japenb
oylubis
oous
udeo
108(oud
ymolB
AKamins
nujuco
|eal
10BIUD
uru
JEET
[
uaddey
ssa0al
Jonpoad
uea
qol
nssi
1eBpng
SENTLENT
paau
1unco
apis

Jueyu0d $91d0) pajew}syy 1°¢ 9INnJI ]

laneq i} Wwaas suoiudo “usb
abem sealoul 1onpoud sabem g Joge|
waas Kew o su Aureysoun 7 ysu
10| HE |doad suojuido ongnd ‘usb
pisaud siousenol ¢ suepisaud
ElES 1onpoud IEE Ansnpul g ss|es
al0o adxa [ jepu | suoneEadys uoneyul
1a)1ew upan yueq aoueuly g Burueq
Juey Jw UBLLIIEYD saljueses|d ‘usb
sealoul o EI fBiaua g o
yoo| laquinu ElED slaguunu g Bjep
eale uoleu 12181p suoiBal g spousip
U_hga __.._._Or_08 ==S HOO[No JWoUddIs plUOs
Baubbe moliog Rauow Aauow g Aoijod fieysuow
au |aued Ieaf suonoslosd g speys
yoddns Jw V=ITTT[=115) suonepuswWWooss ush
Ieak 1SE2210} 108loid sjsenalo) ywmolb
pina ued anow suoiudo “usb
|nuuts asn lepow wswhodwsaun g syooys
puads wooul 152AUI uondwnsuod B sjusLISaAU
yer yooquasib 1SED3I0} yooquasib
Japenb Jeak jusosad uoneyur g ymoib “uoos
ulewal Hoday yuow shanins 'g spodal
Mojs 1Wouoos umolb uymol onwouods
J0adxe [N % s8]El 15818)U|
luedwao 1shq uodal ssauUIsng g saluedwon
#w_wr_s @:.__.._.__.._._8 UO.:S ﬂ_.__m.rr_n_o_m._?m.U ‘uode ainng
Bueun pIcM Juswales abenbue| ‘usb :
Juiod 183lewW anow sajel g Aoijod fiepsuow
wbu yiawos mouy suoiudo uab
uanooal Heam Iwouole Ruiepsoun g uoissaoal "U0DS
12| I Lojusaul sales ¢ spooh
uiod WwBiw [IIE ) sanoelgo wus)
yimolb nunuco Aojdwa sqol g wewlodwea
19| yse E suonssnb “ush
XE] |easy fonod |easy
ENTTITA) WBiw foljod Aejzuow
xxfonodfielauow 1BJUI uoneyul g Aonod fejsuow
yodxa XXS23)e)Spajun yodxs g podul
Buip 300| suoiuido “usb

BEL
-BCl
el
‘acl
SE1
FEL
‘ecl
‘ZEL
el
el
‘BZL
‘8zl
AN
R:TAN
G211
RLAN
B AN
gAAN
el
021
BLL
‘8Ll
Ll
gkl
Gl
L
eLL

kL

kL

oLL
6L
el
AL
9L
SL
FL
€L
€L
ShL
‘0L



3.2. Analysis on FOMC Transcripts 15

topics evolved with time, at the same time the evolution of word counts per se is an
unbounded series that might be influenced by other factors or trends e.g. varying

length of the meetings or of a number of speakers.

Another strategy is that of aggregating the documents to the time level and re-
estimating time-topic distributions 6, at the time-stamp level while keeping the
original 3 as fixed. This results in 40 time series of estimated use of topic proba-

bilities over time.

Analysis and results under the two approaches are presented in the following two

sections.

3.2.5 DLM for Topic-word Count Time Series

The aim of this part of the analysis is to retrieve a suitable lower dimensional
representation of the estimated topic-word count time series that can well describe
the main dynamics of use of topics across time. To this end, we want to specify a
dynamic model where topic-word counts are regarded as a noisy representation of a

limited number of factors.

Staying general, a way to specify such model could be the following:

¢; = Multinomial(8;,),

Gt :W(ut),
u, = Af, + €, e~ N(0,V)
fi=fi1 + vy, v, ~NO,W),

where (i) ¢; is the K-dimensional vector of word-counts per topic at time ¢ as esti-
mated in Section 3.2.4., (ii) 6, is the K-dimensional vector representing probabilities
of each topic being used at time ¢, (iii) 7 () is a mapping of u; real values to prob-
abilities vectors 6;, and (iv) f; represents a vector of latent factors. In other words,
we would assume counts to be generated from a Multinomial distribution with an as-

sociated vector of probabilities 8, representing the use of topics, whose real-mapped
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Figure 3.2: Evolution of the total number of words used in the FOMC1 section by
non-staff speakers

values would then be modeled with a linear Gaussian dynamic factor model with a
suitable number of factors. The matrices V' and W should be appropriately mod-
elled so that V' well represents correlation across topic shares, while W models how

far autocorrelated factors can evolve from their past values.

For estimation, we will make some assumptions so to simplify the model into a more
tractable setting. In particular, we will model word-counts per topic with a linear
Gaussian model with independent errors, thus disregarding correlations across topic

time series.

As to the appropriate specification and number of factors, after an extensive explo-
ration we have decided to fit our model to a topic-specific intercept, a linear trend
and a latent factor which is modeled as a random walk. The main driver for our
decision is the will to try and disentangle a "slow" and roughly stationary signal
describing use of topics from the word-count dynamics related to the structure of
the meetings per se. In this regard, we observe that in the period of interest there
was a general steady increase in the total number of words per meeting over time
(see Figure 3.2), likely due to an increase in the meeting length over time. Our
attempt is thus to capture this trend with a linear deterministic trend and isolate a

slow-moving factor that will then represent our signal.
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The model under analysis thus collapses to the following state space model:

cg=d+pt+lfi+e €~ N(0,7.I)

fi = fio1 + v vy ~ N(0,7y)

We fit the model via Kalman filtering with parameters obtained from Maximum
Likelihood Estimation. To this end, we use the renowned dim package in R*. The
estimation requires initialisation values for the parameters and the mean and vari-
ance of the factor. Initial values are particularly important, since a bad initialisation
could cause the algorithm to be trapped into some sub-optimal local maximum. As
a sensible way to define initial values, we set initial d, 3, I and . to the estimated
intercept, coefficients and average residual variance retrieved when regressing c¢; on
a trend and the unemployment rate time series for the period under scrutiny. Initial
values for the factor mean and 7, are set to the average unemployment rate over
the period and the residual variance obtained when regressing unemployment on its
lag. The choice of unemployment rate was driven by the will to initialise the factor
around values resembling a slow-moving, quasi-stationary process such as the signal

we wish to extract.

The algorithm converges to parameter values which are not too far off the initializa-
tion ones. Figure 3.3 shows the estimated factor against the initial unemployment
values around which it was initialised. As we can see, the factor converged to values
that are within a similar range to that of unemployment, but the evolution of the

estimated latent factor is quite different.

In Figure 3.4 we show fitted values against word-count time series per each topic.
In each plot, one can find the reference number and theme for the topic and the
estimated loading for the latent factor at each topic. As it is reasonable, a linear
trend plus a single factor does not manage alone to fit our data perfectly. However,

such a low dimensional representation of the data already does a fairly good job

4R package dlm https://CRAN.R-project.org/package=dlm (Petris 2010) focuses on
Bayesian analysis of DLMSs, providing high flexibility in defining user’s models and offering methods
for estimating both parameters and states of the DLM.


 https://CRAN.R-project.org/package=dlm
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Figure 3.3: Factor estimated on the topic-word count time series versus unemploy-
ment rate

with a number of topics time series. In particular, we can see that while a few
topics are mainly only fitted with the linear trend (e.g. T3 - monetary policy, T5 -
general questions, T17 - reports & surveys), there is a subgroup of topics for which
the factor is majorly contributing and providing a better fit to the respective word
counts (e.g. T33 - inflation expectations, T13 - future economic development, T9 -
economic recession & uncertainty, T14 - companies & business). It thus seems that
the factor is trying to find a common low-dimensional signal that could fairly fit the
word counts for a subgroup of specific topics, rather than trying to fit all the topics

to the same extent.

However, we again point out that word counts per topic not only capture the evo-
lution of use of topics over time, but also exogenous elements such as the increasing
meeting length over time that we mentioned above. Since our aim is to find a low
dimensional representation of use of topics, this implies that the model is trying to

fit to features of our data that are not at the core of our interest. Moreover, such
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features, including the upward trend in meeting length, could be masking trends
in use of topics that could be of our interest. We thus decide to compare results
to a similar model fitted on time-topic probabilities 6; estimated as described in

Paragraph 3.2.4.

3.2.6 DLM for Topic Proportions

In this section, we directly model the time-topic distributions 6, estimated as in
Paragraph 3.2.4. When investigating the evolution of the 6, series, we observed
that values for some topics show as well signs of a linear trend. We thus choose a
specification aligned to that of word-counts. We first map 6, values to real-valued
u; vectors via inverse soft-max transformation®. Vector u; will then represent our

input to the following dynamic linear model:

up=d+ Pt +1fi+e€ € ~ N(0,7.1)

fi=fioi+w ve ~ N(0,v¢)

We are thus fitting our model to a topic-specific intercept, a linear trend and a latent
factor which is modeled as a random walk. Initialisation values are chosen with an
analogous strategy to that for word-counts, but making use of estimated u; as a

dependent variable.

Figure 3.5 shows the estimated factor against the initial unemployment values
around which it was initialised. Again, the factor converged to values that are within
a similar range to that of unemployment, but its evolution is not fully aligned to
unemployment. However, we can see that the extracted signal is not too far off from

that extracted from word counts (Figure 3.6).

Pk, =10g (Ok.t) — (X4 log (Ok.1))/ K
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Figure 3.5: Factor estimated on the topic proportions time series versus unemploy-
ment rate
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In Figure 3.7 we show fitted values against u,; time series per each topic. Looking
at the u, time series, we can see that now the meeting-length effect is no longer
present, some topics (usually very general ones) that before showed to be trending
upwards now are fairly steady (e.g. T24 - general recommendations, T25 - charts &
projections, T31 - general pleasantries), pointing at the fact that the use of topics per
se did not particularly increase over time for these topics. In turn, for other topics
a linear upward trend can still be detected (e.g. T6 - employment & jobs, T17 -
reports & surveys, T23 - growth forecasts), hinting that in these cases the upward
trend was likely not only due to a general increase in meeting length, but also to an
increase in the use of topic. However, we can still distinguish between topic series
that are mainly fitted with the linear trend (e.g. T11 - monetary policy & rates, T23
- growth forecasts, T25 - charts & projections) and topic series for which the factor
is majorly contributing and providing a better fit to the respective u, series (e.g.
T9 - economic recession & uncertainty, T33 - inflation expectations, T37 - risk &
uncertainty, T18 - economic growth inflation). Interestingly, we see that a number
of these overlap to those identified for word counts (e.g. T9 - economic recession &
uncertainty, T33 - inflation expectations). It thus seems that both models roughly
go in the same direction when trying to find a common low-dimensional signal for

mildly trending topics.
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Figure 3.7: Fitted versus true values for topic proportions time series
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3.2.7 Connection with Macroeconomic Uncertainty

Investigating the results produced by our models, we have seen how in both cases
the latent factor focuses on a subset of specific topics and tries to retrieve a common
low dimensional signal that can explain the variability in the observed time series.
We are now interested in seeing whether this signal can be put in relation with some
meaningful macroeconomic variable that might drive this common variability across

topics.

In this regard, we observe that a few of the topics mainly fitted with the estimated
latent factor are somewhat related to the concept of macroeconomic uncertainty
and expectations. In particular, this is the case for T9 - economic recession &
uncertainty, T13 - future economic development, T18 - economic growth & inflation,
T29 - data & numbers, T33 - inflation expectations. It thus comes natural to
compare the estimated factors with a measure for macroeconomic uncertainty. To
this end, we use two measures approximating policy-related economic uncertainty:
the US Economic Policy Uncertainty Index and the US News-Based Economic Policy
Uncertainty Index (Baker et al. 2016). While the first index is calculated based on
three main components: news coverage about policy-related economic uncertainty,
tax code expiration data, and economic forecaster disagreement, the second one
is based exclusively on information drawn from large newspapers®. None of these
makes use of FOMC speech data. Comparisons for both models are shown in Figures

3.8 and 3.9. As we can see, in both cases the retrieved factor shows to be able to

track the targeted variables quite faithfully.

We thus argue that there is an inherent state-of-the-world dynamic - that we here
identify with macroeconomic uncertainty - that is driving FOMC discussions over
a number of different but somewhat related topics such as economic recession and
growth, inflation expectations, or future economic development. FOMC speeches
can thus be used to extract a signal that resembles the one obtained when purely

trying to measure uncertainty in the economy via a combination of numerical in-

SFor more information see https://www.policyuncertainty.com/us_monthly.html
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7All time series are normalized.
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dices and trends in news and reports. Building on this result, an interesting area
for further exploration would thus be to investigate the ability of this signal to pre-
dict future uncertainty, and the opportunity to incorporate the latent factor into

macroeconomic forecast or structural models.

3.3 Limitations and Extensions
Here we discuss the main limitations and potential extensions to our analysis.

First, we observe that when constructing the DLM for both our model specifications,
we made the assumption that our observations follow a Multivariate Gaussian dis-
tribution with uncorrelated homoscedastic variances. Assuming uncorrelated time
series with homoscedastic variance was preferred as a way to keep the estimation
more manageable, but it could be relaxed. Moreover, we are treating word-counts
in the first case and (mapped to reals) probabilities in the second case. A logical
extension would thus be to modify the Gaussianity assumption and model observa-
tion equations with specifications which are more suitable to the type of data, for
instance modeling counts with a Multinomial distribution or probabilities with a
Logistic-Normal distribution. Else, one could model correlations across topic series

so to better reflect these aspects.

Secondly, in our framework we apply a sequential approach where first we make
use of LDA to retrieve an estimation for word-counts/topic shares, and then we use
the LDA output as an input to our DLM for extracting a low-dimensional signal.
This approach has the disadvantage that, at the time of word-counts/topic shares
estimation, LDA does not take into account time dynamics anyhow and perceives
the given data as a collection of documents exchangeable over time. Indeed, the two
models, LDA and DLM, do not "communicate" between each other. This implies
that during the evaluation of the time-evolving latent factor we do not transmit
the retrieved information at every timestamp into the LDA, that thus does not
dynamically update topic proportions accordingly. Treating the output as data also

ignores the uncertainty in the estimate of the LDA low-dimensional space.
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A suitable approach would be that of incorporating time dynamics into a holistic ex-
tension of LDA. In this regard, interesting extensions of LDA were proposed by Blei
& Lafferty (2006) (Discrete Dynamic Topic Model, dDTM) and Wang et al. (2012)
(Continuous Dynamic Topic Model, cDTM) in an attempt to relax the implicit as-
sumption about exchangeability of documents in a collection (for more detail, see
Appendix). A sophisticated approach explicitly integrating LDA with a state space
model for topic proportions is that proposed by Glynn et al. (2019) under the name
of Dynamic Linear Topic Model (DLTM). This model allows topic probabilities to
exhibit a rich set of dynamic behaviors and incorporates document-specific covari-
ates, such as author or publisher. The last aspect would also be of interest to our
case, in that one could perform the analysis at the speaker-time level and foresee
the inclusion of speaker-specific covariates. Besides, another important contribu-
tion made by authors of the DLTM is a development of a fully Bayesian posterior
inference algorithm making use of a Gibbs sampler with Polya-Gamma data augmen-
tation. Indeed, even keeping our sequential approach, different approaches might be

considered for DLM estimation, including MCMC or variational inference methods.

Thirdly, one might be interest in tuning LDA hyperparameters, and in particular
the number of topics K. As we chose to rely on preprocessed data obtained from
the analyses of Hansen et al. (2018), this type of exploration fell out of the scope
of this particular study. However, it would be an interesting extension for further

investigation, and a general suggestion for approaching such types of analysis.



Chapter 4

Conclusions and Future Research

In this study, we suggest a sequential approach for the extraction of a low-dimensional
signal from a collection of documents ordered over time. This approach foresees us-
ing Latent Dirichlet Allocation (LDA) for retrieving estimates for word-distributions
over different topics and a representation of topics usage for a given set of documents.
It then foresees modeling different representations of topics usage with a Dynamic
Linear Model (DLM) that is able to capture the dynamic evolution of topics usage
over time, and achieve a low-dimensional representation of the given time series into
evolving latent factors that capture the driving dynamics in the data. We apply this
framework to the US Fed’s FOMC speech transcripts for the period 08-1986 to 01-
2006. We retrieve estimates for a single latent factor, that seem to track fairly well
a specific set of topics connected with risk, uncertainty, and expectations. Finally,
we find a remarkable correspondence between this factor and the Economic Policy

Uncertainty Indices for United States.

This exploratory research provides solid motivation for the investigation of the po-
tential use of extracted low-dimensional signals from unstructured text data. For the
specific case at hand, further research can be extended in several directions. First of
all, one can consider exploring a more complex structure of a DLM, perhaps includ-
ing more latent factors. This would imply not only an increase in the computational
complexity but also the need for an in-depth analysis of signals interpretation in
their combinations. Secondly, this approach can be improved by foreseeing a holis-

tic and integrated approach between LDA and DLM. As it was discussed in the

28
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previous section, a DLTM is a sophisticated alternative, which resolves some limi-
tations of our framework. Finally, this study can become a foundation for building
macroeconomic forecasting models, or in general for using variation in language to

estimate a model of learning about latent economic conditions.
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Appendix A

Dynamic Topic Models

While LDA is an extremely powerful tool for inferring the topics’ structure under-
lying a set of documents, one of its assumptions can be quite arguable for many
practical applications. In fact, this topic model assumes the words of each doc-
ument to be independently drawn from a mixture of Multinomials and does not
consider the evolution of the topics or words use over time. In this section, we give
a broad overview of two interesting extensions of LDA, which form the family of
dynamic topic models (DTM), aimed at relaxing the implicit assumption about the

exchangeability of documents in a collection.

A.1 Discrete-time DTM

A discrete-time dynamic topic model (dDTM) is a generative probabilistic model,
developed to analyze the evolution of latent topics in a collection of documents
over time (Blei & Lafferty 2006). It assumes that a collection of documents can
be divided by time slice and that all of the K topics associated with slice t evolve
from the topics associated with slice t — 1. For sequential modeling of the words
and topics proportions, dDTM uses random walk state-space models, evolving with
a Gaussian noise. The generative process for slice ¢, chaining together topics and

topic proportion distributions, can be written as follows:

1. For each topick=1,..., K

(a) Draw topics B¢|Bri—1 ~ N (Bri_1,0%I)

34
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2. Draw Qt’at—l ~ N(Oét_l, 62_[)
3. For each document d =1,...,D

(a) Draw 64, ~ N (ay,a®I)
(b) For each word n =1,..., N,
i. Draw 2,4, ~ Multinomial(7(0,;))

ii. Draw wqp,s ~ Multinomial(7 (8., ,.+))

where 7 is a function mapping the multinomial natural parameters to the mean pa-

rameters, m(B¢)w = % (Blei & Lafferty 2006). Graphical representation

of the dDTM generative process is shown in Figure A.1.

G
G
G

W n Wd,n W n

)
(®)
=)

K

Figure A.1: Graphical model representation of a discrete-time dynamic topic model
(Blei & Lafferty 2006)
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A.2 Continuous DTM

A continuous dynamic topic model (¢cDTM) is a generative probabilistic model that
uses Brownian motion to model the latent topics through a sequential collection
of documents with arbitrary granularity (Wang et al. 2012). This model is a con-
tinuous version of the DTM which models the natural parameters with Brownian
motion. This allows for more granular time discretization and eases the computation

associated with finer time scales.

To define the generative process of cDTM, let us denote s; and s; as two arbitrary
time stamps, and A, ;; — as the elapsed time between these time stamps. Then the

data generative process can be introduced as follows:

1. For each topick=1,..., K
(a) Draw Bio ~ N (m,vol)
2. For document d; at time s; (t > 0)

(a) For each topic k=1,..., K
i. From the Brownian motion model, draw
/Bk,tlﬁk‘,t—l,s ~ N(Bk,t—la UAst,st_1I)
(b) Draw 6, ~ Dirichlet(«)

(c¢) For each word n =1,..., N,

i. Draw 24, ~ Multinomial(6,;)

ii. Draw wgp,; ~ Multinomial(7 (8., ,.+))

where 7 is a function mapping the multinomial natural parameters to the mean

exp (5k,t,w)
Zu} exXp (ﬁk,t,w)

of the cDTM generative process is illustrated in Figure A.2.

parameters, m(B+)w = (Wang et al. 2012). Graphical representation
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Figure A.2: Graphical model representation of a continuous dynamic topic model
(Wang et al. 2012)
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